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ABSTRACT 

Asking pairwise comparison questions is common. Yet, we 
often fnd ourselves comparing apples and oranges — the 
two entities of interest are not readily comparable. To un-
derstand how technologies can extend our capabilities to 
conduct pairwise comparisons during data analysis, we ana-
lyzed pairwise comparison questions collected from crowd 
workers and propose a taxonomy of pairwise comparisons. 
We demonstrate how the taxonomy can be adopted by in-
corporating pairwise comparison capabilities into Duo, a 
spreadsheet application that supports comparing two groups 
of records in a data table. Duo decomposes a pairwise com-
parison question into rules and showcases sloppy rules, a 
query technique for specifying pairwise comparisons. We 
conducted a user study comparing sloppy rules and natu-
ral language. The fndings suggest that for easier pairwise 
comparison tasks, the two techniques are comparable in ef-
fciency and preference and that for more difcult pairwise 
comparison tasks, sloppy rules allow faster specifcation and 
are more preferable. 
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rules

Figure 1: A user is entering sloppy rules to specify a group 
of colleges where Region=Southeast AND 20000⩽Average 
Cost⩽50000. The sloppy rule menu has AND, ADD, and RE-
MOVE tabs for entering base, inclusion, and exclusion rules 
respectively. 
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10.1145/3290605.3300409 

1 INTRODUCTION 

Pairwise comparisons penetrate many aspects of our lives. 
Consider a colleague who shares her experience of visiting 
Stockholm by drawing an analogy between the busiest areas 
there and New York. The comparison may conjure up an 
image of the big city bustle in Stockholm even you are not 
familiar with the city. We all may recall moments when we 
compare ourselves with our peers to strive for improvement. 
Marathoners, for example, compare themselves to similar 
runners on fnishing time to gain accurate self-assessments. 

More broadly, pairwise comparisons have fundamental in-
fuence on societal development. In a world where resources 
are limited, decision makers often need to understand trade-
ofs between two options to make a well-informed decision 
about which one to choose. Through pairwise comparisons, 
important questions can be answered, our inquisitive nature 
is satisfed, and human knowledge is advanced. Behavioural 
scientists, for instance, are studying the suicide crisis in the 
US Army by comparing military personnel to the general 
public [32]. Such research can provide better understanding 
of humans and save millions of lives. 

https://doi.org/10.1145/3290605.3300409
https://doi.org/10.1145/3290605.3300409
https://doi.org/10.1145/3290605.3300409
mailto:permissions@acm.org
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The comparisons we just described share a commonality: 
the entities being compared are apples and oranges: Stock-
holm and New York, albeit similarly prosperous, are distinct 
in many ways; a single marathoner is clearly diferent from 
the thousands of others; military service members and the 
general public are substantially diferent in their geograph-
ical distributions and populations. While many statistical 
techniques (e.g., Tukey’s HSD test [39]) exist to facilitate 
pairwise comparisons, the learning curve is prohibitively 
high for laypeople. Interactive systems reduce the barriers 
to pairwise comparisons. Yet, most are limited to comparing 
particular kinds of objects (e.g., [21, 26]) and have restricted 
comparison capabilities (e.g., [14, 19]). 

In this paper, we inquire into how technology can extend 
our cognitive and analytic capabilities so that comparing 
apples and oranges is more surmountable. First, we solicited 
pairwise comparison questions from 398 crowd workers. We 
report a qualitative analysis of the questions that culminates 
in a taxonomy of pairwise comparisons. The taxonomy un-
covers new possibilities for interactive data analysis systems 
by showing what pairwise comparisons they could support. 

Second, grounded in the taxonomy, we demonstrate how 
the most widely used data analysis tool — spreadsheets — can 
be augmented by incorporating pairwise comparison capabil-
ities into a spreadsheet application called Duo. Duo considers 
a pairwise comparison question as a set of rules: base rules, 
inclusion rules, exclusion rules and attributes. To help users 
articulate complex comparisons, we explored sloppy rules, a 
query technique for specifying pairwise comparison rules. 
Inspired by research in linguistic commands [16, 23, 25, 33], 
sloppy rules support variations, forgive spelling errors, are 
order-independent, and ofer rich visual feedback. 

Finally, we conducted a within-subject study during which 
16 participants used both the sloppy rule interface and a natu-
ral language interface to perform pairwise comparison tasks 
of varying levels of difculty. The results indicate that the 
two interfaces are comparable for simple pairwise compar-
isons but that the sloppy rule interface is more efcient and 
preferable for more difcult pairwise comparisons. Based 
on the study results, we discuss considerations in designing 
query interfaces for pairwise comparisons. 

2 RELATED WORK 

Besides a prior framework of comparison [13], we surveyed 
the literature on functions of pairwise comparisons when 
developing our taxonomy. We built on other pairwise com-
parison tools, and linguistic commands when designing Duo. 

Functions of Pairwise Comparison 

Pairwise comparison serves as an important mental tool in 
four motivations and objectives: analogical reasoning, social 
comparison, decision making, and knowledge discovery. 

Analogical reasoning is a process of understanding a novel 
situation in terms of familiar ones [11]. It involves a base 
(a familiar entity) and a target (an unfamiliar entity) [12]. 
Through a mapping process, we align the representations of 
the base and the target, and project inference from the base 
to the target [12]. Pairwise comparison is an essential tool 
during the process of alignment. 

Social comparison theory [8] states that we are driven to 
determine our own worth by comparing ourselves against 
people who are better or worse of than us. Interactive sys-
tems have been developed to help us compare ourselves with 
similar people to predict our futures and devise actions [4, 5]. 
Pairwise comparisons shape many of our decisions (e.g., 

[38, 40]). In operations research, multi-criteria analysis tech-
niques, such as the analytic hierarchy process, use pairwise 
comparison for decision making [36]. 

We also conduct pairwise comparisons for pure pursuit of 
knowledge that may not have an immediate purpose, and is 
often driven by our curiosity [15] and intrinsic motivation 
[35]. Knowledge distilled from pairwise comparisons is often 
used for deriving action plans (e.g., [34]). 
Based on the above pairwise comparison functions, we 

designed scenarios to collect pairwise comparison questions 
from crowd workers. The analysis of these questions pro-
vides the basis for a taxonomy of pairwise comparisons. 

Pairwise Comparison Tools for Tabular Data 

Statistical tools such as R [9] are used by researchers to 
conduct pairwise comparisons (e.g., Tukey’s HSD test [39]). 
However, laypeople can struggle to use these techniques 
due to a lack of statistics background. One of our goals is to 
empower a non-expert audience to conduct pairwise com-
parisons on tabular data. We do so by bringing pairwise 
comparison capabilities to the widely-used spreadsheets. 

Research in information visualization has been conducted 
to explore diferent ways of comparing tabular data. TACO 
[24] visualizes how a table changes over time. Kehrer et al. 
[18] proposed a model that formalizes comparison of cells 
within a small-multiple display. Duet [19] employs the mini-
mal specifcation technique to enable pairwise comparisons 
of records in a data table. Our work furthers this line of re-
search by ofering a systematic crowdsourced study of what 
pairwise comparisons are possible and proposing the sloppy 
rule technique for specifying pairwise comparisons. 
Some online tools seek to support head-to-head compar-

isons of certain objects. For instance, US News allows web 
users to choose a pair of colleges, and juxtaposes them for 
comparison [21]. Many spreadsheet applications are also en-
dowed with some pairwise comparison capabilities. Excel, 
for example, provides pivot tables for data grouping and ag-
gregation [22]. The “Explore” button in Google Sheets allows 
users to enter simple comparison questions using natural 



         
      

    

  

         
         

      
         

       
         

         
         

      
          

         
          

         
         

          
      

        
        

        
        

       
        

        
      

 

      

         
         

       
       

         
         

       
       

    

 

        
        

       
          
        

           
         

         
        

      
         

          
        
       

          
      

            
            

           
             
         

           
          

           
             

         
   

         
           
           

          
          
        

          
        

         
        

         
       

       
         

        
       

       
            

          
           

           
           

         
            

         
         

          
 

        
              

         
      

    

  

         
         

      
         

       
         

         
         

      
          

         
          

         
         

          
      

        
        

        
        

       
        

        
      

 

      

         
         

       
       

         
         

       
       

    

 

        
        

       
          
        

           
         

         
        

      
         

          
        
       

          
      

            
            

           
             
         

           
          

           
             

         
   

         
           
           

          
          
        

          
        

         
        

         
       

       
         

        
       

       
            

          
           

           
           

         
            

         
         

          
 

        
              

language [14]. However, these tools do not support some 
commonly-performed pairwise comparisons revealed by our 
taxonomy (e.g., one-to-multiple comparisons). 

Linguistic Commands 
When it comes to asking pairwise comparison questions, we 
would immediately think of using natural language due to 
its intuitiveness. For in-depth pairwise comparisons, how-
ever, questions can become verbose. Prior work showed that 
natural language-only interfaces are inferior to multi-modal 
interfaces due to high cognitive load in articulating queries 
[28–30]. Based on their fndings, we hypothesize that high 
cognitive load could make it difcult to articulate long pair-
wise comparison queries using natural language. 

To deal with complex queries, a reversal to command lines 
was proposed. Linguistic commands [16, 25, 33] are queries 
that exhibit touches of natural language and are tolerant of 
variations. Inky [23] and Chickenfoot [1, 20] showcased the 
power of linguistic commands. Inky adopts sloppy syntax to 
ofer quick access to common web tasks such as reserving 
conference rooms. Diferent from conventional command 
lines, sloppy syntax was designed to be order-independent 
and robust, shielding users from memorizing syntax. For 
example, “reserve Room123 3pm” and “3pm Room123 reserve” 
will produce the same interpretation. Ubiquity [6] and Quick-
silver [31] similarly provide linguistic commands for retriev-
ing information and requesting actions. To tackle complex 
pairwise comparison queries, we explore sloppy rules, a ro-
bust linguistic commands for specifying pairwise compar-
isons. 

3 A TAXONOMY OF PAIRWISE COMPARISONS 

Informed by the functions of pairwise comparisons in the 
literature, we designed common daily life scenarios in which 
pairwise comparisons are instrumental. Using the scenarios, 
we solicited pairwise comparison questions through Amazon 
Mechanical Turk (AMT) and coded the resulting corpus of 
questions. Grounded in the analysis, we propose a taxonomy 
of pairwise comparisons. This taxonomy provides insights 
into what pairwise comparison capability interactive data 
analysis systems could support. 

Method 

To understand the kinds of pairwise comparison questions 
people might ask, we considered gathering questions from 
data analysts through interviews. However, this approach 
limits the number of people from which the data are col-
lected. The questions collected through interviews will also 
be restricted in scope and highly specifc to a few domains. 

To ensure diversity in the questions, we collected pairwise 
comparison questions from workers on AMT. Based on the 
four types of pairwise comparison functions (i.e. analogical 

reasoning, social comparison, decision making, and knowl-
edge discovery), we designed eight daily life scenarios (two 
for each type). To make these scenarios more realistic, we 
drew inspirations from scenarios we observed from popular 
sites (e.g.,   reddit.com).   The eight scenarios are included as 
supplemental material1. As an example, here is one of the 
two scenarios that involve social comparison: 

Imagine that you plan to run a marathon next year and want 
to fnish the marathon in 3 hours. You are curious about how 
your ftness level compares with those who were able to fnish 
the marathon in 3 hours so you obtain a dataset of the runners 
who participated in last year’s marathon. Your data contains 
200 runners who fnished last year’s marathon in 3 hours. You 
know the runners’ body mass index (BMI), resting heart rate, 
diet, how many miles they ran daily for training, how long 
they had trained before the race, and so on. If you want to 
compare your ftness level with these runners, what question 
would you ask? 

Given a scenario, workers were required to provide a ques-
tion they would ask. We limited the tasks to workers who 
had completed at least 50 HITs and had an acceptance rate 
of 95% or above. The workers were compensated $0.19 for 
each question they provide (hourly wage = $7.25) to align 
with the Ethical Guidelines for AMT Research [37]. 

Analysis. In total, we collected 1150 questions from 398 unique 
workers. The frst author open-coded the collected questions 
before paring down to four dimensions of codes and develop-
ing the codebook. Two researchers independently coded the 
entire corpus along the four dimensions. During the coding 
process, the coders independently coded some questions, 
discussed inconsistencies, refned the defnitions of codes, 
and recoded some questions independently based on the new 
defnitions. The analysis codebook, the questions, and the 
detailed statistics are included as supplemental material. 
The frst dimension has three categories: irrelevant, im-

plicit and explicit (Cohen’s κ = .72). We coded a question as 
explicit if it is an obvious pairwise comparison question, and 
as irrelevant if it is not a pairwise comparison. We introduce 
a category, implicit, to deal with questions that seems to be 
a step in a pairwise comparison task but do not explicitly 
compare two entities. For the above scenario, an example 
is “What is the average number of hours they slept per day?” 
While this question does not seem to involve comparison, 
knowing other runners’ sleep duration is a necessary step 
before one can compare herself to other runners on sleep 
duration. 

1Supplemental materials including data, working prototypes, demo videos, 
and all materials for the user study in Section 5 can be found here: 
https://github.com/duospreadsheet/supplemental   

https://github.com/duospreadsheet/supplemental
https://reddit.com
https://github.com/duospreadsheet/supplemental
https://reddit.com


       
         

       
        

        
          

            
          

          
        

           
          

           
         

        
        
           

        
         

        
        

        
           

      

  

       
       

         
         

           

      
           
        

       
            
      
             

           

         

            
    

           
          

           
            

             
          

             
         

           
            

           
               

      

        
         

           
        

        
       

          
           

         
             

          
       

           
             

            
           

     

         
         

         
       

          
         
         

       
           

          
         

           
   

       
       

        
        

        
        
        

      
  

         
         

        
       

        

       
         

       
        

        
          

            
          

          
        

           
          

           
         

        
        
           

        
         

        
        

        
           

      

  

       
       

         
         

           

      
           
        

       
            
      
             

           

         

            
    

           
          

           
            

             
          

             
         

           
            

           
               

      

        
         

           
        

        
       

          
           

         
             

          
       

           
             

            
           

     

         
         

         
       

          
         
         

       
           

          
         

           
   

       
       

        
        

        
        
        

      
  

         
         

        
       

        

To avoid over-interpreting people’s intent, we omitted 
the questions coded as irrelevant and implicit. 549 pairwise 
comparison questions coded as explicit remained. These ques-
tions were further coded along three dimensions: repetition, 
group, and attribute. The repetition dimension has two cat-
egories: single, and repeated (κ = .67); the group dimension 
has three: one to one, one to multiple, and multiple to multiple 
(κ = .76); the attribute dimension has two: attribute present, 
and attribute absent (κ = .86). These three dimensions form 
the skeleton of our taxonomy of pairwise comparisons. 

Limitations. Our study is limited in that the frequency of a 
category does not refect the frequency that a particular kind 
of pairwise comparison appears in our daily lives or in data 
analysis. This is because our study relied on designed scenar-
ios to elicit pairwise comparison questions from crowd work-
ers rather than observing pairwise comparison questions in 
the wild which is arguably impossible to do at scale. This 
implies that some types of pairwise comparison questions 
revealed by our analysis might be observed less frequently 
than people would actually ask about their data. 

Nevertheless, our study provides evidence for the presence 
of various pairwise comparison questions. The wide coverage 
our taxonomy serves as the foundation for tools that aim to 
support a wide range of questions. 

The Taxonomy 

Underpinning our taxonomy are three components of pair-
wise comparisons: repetition, group and attribute, each cor-
responding to a dimension of codes. The three dimensions 
form 12 types of pairwise comparisons (2 categories from 
the repetition dimension × 3 from group × 2 from attribute). 

Repetition. Conventionally, pairwise comparisons have the 
form “compare A to B” (category = single). Yet, we also iden-
tifed questions in which multiple pairwise comparisons are 
embedded. These pairwise comparison questions share the 
form “compare A to B, C, D, etc.” (category = repeated). In 
such questions, people repeatedly perform pairwise compar-
isons using A as an anchoring point: A is compared to B, to 
C, then to D and so on. Here are two examples: 
Q1. Which US city is Rovaniemi most similar to? 
Q2. Is Rovaniemi spread out like Los Angeles or is it more 
compact like New York? 
Both questions follow the “compare A to B, C, D, etc.” 

pattern: Q1 compares Rovaniemi (A) to diferent US cities (B, 
C, D, etc.); Q2 compares Rovaniemi (A) to Los Angeles (B) 
and to New York (C). People often ask this type of questions 
when they are not familiar with entity A and want to gain an 
understanding of it by comparing entity A to some familiar 
entities. For example, in Q2, the asker wants to get a sense of 
how sprawling is the unfamiliar Rovaniemi by comparing it 

to the more familiar Los Angeles and New York. An answer 
to a repeated comparison can be an entity that is the most 
similar to or the most diferent from entity A among entities 
B, C, D, etc. An answer to Q1, for example, is a US city that 
shares many similar characteristics with Rovaniemi. 

Group. A pairwise comparison involves two groups for com-
parison. The two groups can both be single-object groups 
(category = one to one). For example, “What are the major 
diferences between Mars and Earth” involves comparing a 
single-object group to another single-object group (Mars vs 
Earth). Sometimes, a pairwise comparison question consists 
of a single-object group and a group that contains multiple 
objects (category = one to multiple). This is common in social 
comparison in which we compare ourselves to our peers 
(e.g., “Is the amount I run every day for training the same or 
higher than the average of the other runners” ). Comparing a 
multiple-object group to another multiple-object group can 
also be found in our corpus (category = multiple to multiple). 
An example is “In the three largest US cities, is there a higher 
or lower crime rate than the three largest UK cities?” The asker 
attempts to compare a group of three UK cities to another 
group of three US cities. 

Atribute. It is common to ask a pairwise comparison ques-
tion by specifying an attribute of interest (category = at-
tribute present). For instance, when people ask, “What are 
the temperature diferences between Mars and Earth”, tem-
peratures of the two planets are being compared. We also 
observed questions where people do not state an attribute 
(category = attribute absent). Examples are “What are some 
similarities and obvious diferences between monkeys and hu-
mans” and “How much diference is it between my phone and 
the Galaxy Note 5”. People often ask these questions when 
they want to understand similarities and diferences of two 
entities broadly and do not have a good sense of what at-
tributes are important. 

Gleicher proposed a related framework that comprises 
considerations for designing comparison tools [13]. Using 
his terminology, our taxonomy serves to identify the compar-
ative elements in pairwise comparisons: the group dimension 
depicts the characteristics of the comparison targets whereas 
the attribute and repetition dimensions provide details about 
the actions people do on these comparison targets. 

4 DUO: A SPREADSHEET APPLICATION FOR 
PAIRWISE COMPARISONS 

While the previous section elucidates the what of pairwise 
comparisons, this section describes the how: how can users 
specify pairwise comparison questions and how should these 
questions be answered? We demonstrate how techniques 
for conducting pairwise comparisons can be embodied in 



       
 
 

 

 

 
 
 

         
       

  

 
    

   

    

    

   

       
 

       

        
       

       
         

          
        

       

    

       
      
      

        
          

      

        
         

         
          

           
          

            
            

        
           

          
           

         
            

        
        

          
        

         
        
         

           
         
          

         

      
          

           
       

            
             

        
        
         

        

        
         

      
        

       
           

          
         

         
        

          
         

        
        

       
        

        
        

         
        

        
     

         
        

         
        

         
        
           

         
          

       
           

         
          

           
            

       
         
        

       
          

          
         

       

    

        
       
       

        
          

      

        
         

         
          

           
          

            
            

        
           

          
           

         
            

        
        

          
        

         
        
         

           
         
          

         

      
          

           
       

            
             

        
        
         

        

         
       

  

 
          

         

          

      

      

    

   

       
 

       

        
         

      
        

       
           

          
         

         
        

          
         

        
        

       
        

        
        

         
        

        
     

         
        

         
        

         
        
           

         
          

       
           

         
          

           
            

spreadsheets, arguably the most widely-used data analysis 
application for non-experts. To this aim, we developed a 
spreadsheet application called Duo, which supports the 12 
types of pairwise comparisons on wide-format tables. 

To explain various techniques, we use a US college dataset 
[27] as a running example. This dataset contains 1214 US col-
leges, each consisting of 4 categorical attributes (e.g., Region) 
and 20 numerical attributes (e.g., Admission Rate). 

Specifying Pairwise Comparison Qestions 
Natural language is a compelling technique for specifying 
pairwise comparison questions. Yet, vicissitudes of natural 
language parsing can hamper user experience. Leveraging 
the insight that pairwise comparison questions can be de-
composed in a standard way, we introduce a query technique 
for pairwise comparisons without natural language. 

Unpacking Groups in Pairwise Comparisons. Groups are core 
components in a pairwise comparison question. They can be 
formulated using the logical operators AND, OR, and NOT. 

An example question that involves AND is “Of cities with 
greater than 100,000 residence, does the UK or US have more 
crime?” In the example, cities that have more than 100,000 
people AND in the UK are compared to cities that have more 
than 100,000 people AND in the US. OR can be used for 
composing custom groups. For instance, people may want 
to compare the Eastern and the Western worlds and have a 
city dataset. Each city may have a Continent attribute but 
not an attribute that indicates whether it is in the Eastern 
or the Western hemisphere. Using OR, people can compare 
cities in Asia (the Eastern world) to cities in Europe OR North 
America OR Australia (the Western world). Removing objects 
from a group before conducting pairwise comparisons can 
be achieved using NOT. This is common in research studies 
in which researchers drop outliers before hypothesis testing. 
While groups can be fully described by these logical op-

erators, non-experts can fnd it challenging to understand 
concepts such as operator precedence. We also observed that 
AND is more common than NOT and OR for defning groups. 
To simplify the mental model in defning groups and priori-
tize AND, we propose base, inclusion and exclusion rules for 
group defnition that are described in the next section. 

Decomposing Pairwise Comparisons into Rules. Rules consti-
tute the skeleton of a pairwise comparison. There are two 
kinds of rules: 1) rules for group defnition and 2) attributes 
under comparison. For example, “compare the completion 
rates of the colleges in the Southeastern US with a low admission 
rate to those in New England with a low admission rate” can be 
restated as “compare the colleges where Region=Southeast and 
Admission Rate<0.2 to colleges where Region=New England and 
Admission Rate<0.2 on Completion Rate”. The query has fve 
rules: Region=Southeast and Admission Rate<0.2 are rules for 

Table 1: Correspondence between AND, OR and NOT logical 
operators, and base, inclusion and exclusion rules. 

Group Rules 

(a) Colleges where Region=New England Region=New England (base) 
AND Admission Rate⩽0.2 Admission Rate⩽0.2 (base) 

Colleges where Locale=Fringe Rural Locale=Fringe Rural (base) 
(b) OR Locale=Distant Rural Locale=Distant Rural (inclusion) 

OR Locale=Remote Rural Locale=Remote Rural (inclusion) 

Colleges where Region=New England Region=New England (base) (c) 
and NOT Name=Harvard College Name=Harvard College (exclusion) 

defning the frst group; Region=New England and Admission 
Rate<0.2 are rules for defning the second group; Completion 
Rate is the attribute under comparison. 
Duo further decomposes rules for group defnition into 

base, inclusion, and exclusion rules, which roughly corre-
spond to AND, OR, and NOT respectively (see Table 1 a-c). 
Base rules describe the basic characteristics of a group. For 
example, “colleges in New England with admission rate ⩽ 
0.2” consists of the colleges where Region=New England (base 
rule) and Admission Rate⩽0.2 (base rule). Inclusion rules 
modify a group by adding objects to the group. “Fringe, dis-
tant and remote rural colleges” contains the colleges where 
Locale=Fringe Rural (base rule), together with the colleges 
where Locale=Distant Rural (inclusion rule) and those where 
Locale=Remote Rural (inclusion rule). Finally, exclusion rules 
remove objects from a group. “New England colleges ex-
cept Harvard”, for instance, comprises the colleges where 
Region=New England (base rule) but not Name=Harvard College 
(exclusion rule). In freeing users from learning concepts such 
as operator precedence, expressivity is sacrifced as some 
complex logical expressions cannot be directly converted to 
the three kinds of rules. 

Using Sloppy Rules for Rule Specification. In an informal 
usability study, we asked participants to perform pairwise 
comparison tasks using both a graphical user interface (GUI) 
and a natural language interface (NLUI). The participants 
specifed pairwise comparison rules by point and click using 
the GUI and entered pairwise comparison sentences using 
the NLUI. They commented that it was harder to use the 
NLUI to “think about” and “articulate” long queries. While 
they found the GUI easier for articulating long queries, the 
interface complexity counteracted with its ease of articula-
tion. Our pursuit of a technique with both ease of articulation 
and simplicity in operation resulted in the sloppy rules. 
There are two group shelves and an attribute shelf in 

the sloppy rule interface (Fig. 2a). To defne a group being 
compared, users click on a group shelf and a menu is shown 
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Figure 2: (a) Duo has three shelves for specifying pairwise comparison rules, and (b) displays the comparisons being performed 
in text. (c) For comparisons with the form “compare A to B”, it computes the similar and diferent attributes between the two 
groups. (d–f) When users hover over an attribute, the distributions are visualized. (g) When users partially specify an attribute 
but not a value using the sloppy rule menu, multiples groups are created to facilitate repeated pairwise comparison. 

(Fig. 1). There are three tabs in the menu. Users enter the 
base rules in the AND tab, the inclusion rules in the ADD tab 
and the exclusion rules in the REMOVE tab. Multiple rules 
of the same kind are separated by semi-colons. Users can 
navigate through the tab by pressing the up and down arrow 
keys and confrm rule specifcation by pressing enter. To 
defne attributes for comparison, users click on the attribute 
shelf and enter attributes separated by semi-colons. 
Rules entered between semi-colons can be highly sloppy. 

Instead of complete rules (e.g., Region=Southeast ; Comple-
tion Rate⩾0.8), users can enter partial rules (e.g., rg=s-east ; 
complete⩾0.8) to defne a group. This saves users the frus-
tration especially when rules are long (e.g., Name=Georgia 
Institute of Technology). Following the sloppy syntax [23], four 
characteristics endow sloppy rules with their sloppiness and 
robustness: 

Support for variations. Duo recognizes multiple variations of 
the same rules. For categorical attribute-value pairs such 
as Region=Southeast, Duo accepts Region=Southeast, Region 
is Southeast, and Region Southeast. For numerical attribute-
value pairs such as Completion Rate⩾0.8, Duo interprets 
Completion Rate greater than or equal to 0.8, and Completion 
Rate 0.8 or above as the same rule. 

Tolerance for spelling errors. Under the hood, Duo computes 
the edit distances between a user input and attribute names 
and values. Hence, rg=s-east and reg=southe are both inter-
preted as the rule Region=Southeast. 

Order independence. The order of attribute names and val-
ues does not matter. As an example for numerical attributes, 
20000 Average Cost 50000, Average Cost 50000 20000, and 50000 
Average Cost 20000 are all recognised as the rule 20000⩽Average 
Cost⩽50000. For categorical attributes, users can directly en-
ter the attribute value (e.g., Public) rather than specifying the 
complete rule (e.g., Control=Public). 

Rich visual feedback. An overarching challenge in making 
sloppy rules usable lies in reducing the gulf of evaluation: 
how do users know if Duo successfully interprets their inputs 
when they enter a partial rule (e.g., con is pri) in place of a 
complete rule (e.g., Control=Private)? Without any feedback, 
users are more likely to resort to complete rules to ensure 
the system understands their inputs correctly, nullifying the 
benefts of sloppy rules. To reduce the gulf of evaluation, Duo 
provides rich visual feedback. While users are typing, Duo 
highlights its interpretation of what attributes and values 
are being entered (Fig. 1 left). For numerical attributes, Duo 
shows a slider with an embedded density plot (Fig. 1 right) 
and adjusts the slider range based on the current input. 

Duo further supports multiple ways for entering a rule. 
Aside from typing a rule in the textbox and clicking on at-
tribute names and values from the sloppy rule menu, Duo 
takes advantage of the data table to reduce the efort in enter-
ing rules. When users select a group shelf to open the sloppy 
rule menu, and click on a cell (e.g., a cell with the value South-
east), Duo adds the corresponding attribute-value pair (e.g., 



         
           

          
      
          

           
             

            
           

        

       
        

            
           

          
         

              
           

            
          
             
        
         
         

            
            

           
           

          
        

    

         
        

         
            

         
           

          
           
          

         
         

       
     

       
          
          

          
         

           
        

        
          
           

          
         

        
           

            
          
         

          
       

           
        

          
           

          
       

        
        
          

         
          
       

          
     

          
          
        

         
         

           
           
           

         
 

         
        

          
       

           

   

        
         
          
         

         
           

          
      
          

           
             

            
           

        

       
        

            
           

          
         

              
           

            
          
             
        
         
         

            
            

           
           

          
        

    

         
        

         
            

         
           

          
           
          

         
         

       
     

       
          
          

          
         

           
        

        
          
           

          
         

        
           

            
          
         

          
       

           
        

          
           

          
       

        
        
          

         
          
       

          
     

          
          
        

         
         

           
           
           

         
 

         
        

          
       

           

   

        
         
          
         

Region=Southeast) to the input box; when users select an at-
tribute shelf and then a column header (e.g., a column header 
with the attribute Average Cost), Duo adds the attribute (e.g., 
Average Cost) to the input box. 

After entering the rules that defne a group, users press 
enter to confrm the rules. A tag that represents the created 
group is added to a group shelf. Users can click on to edit 
the rules. They can also click on to view what records are 
included in or excluded from the group. This allows users to 
double-check if the intended group is correctly created. 

Specifying Comparisons Using Sloppy Rule Interface. Duo 
supports both forms of pairwise comparisons: “compare A 
to B” (single) and “compare A to B, C, D, etc” (repeated). 
An example of “compare A to B” is “compare colleges in 

the Southeast to colleges in New England”. To specify the 
comparison, users frst add a group with Region=Southeast as 
a base rule to the top group shelf and then add a group with 
Region=New England as a base rule to the bottom group shelf. 

For comparisons with the form “compare A to B, C, D, etc”, 
users create group A (the anchoring point) using the top 
group shelf and adds groups B, C, D, etc to the bottom group 
shelf. Duo allows partial specifcation to facilitate the specif-
cation of repeated pairwise comparisons. For example, a user 
might compare Southeast colleges (A) to colleges in each 
of the other regions (B, C, D, etc). She frst adds Southeast 
colleges to the top group shelf. She then clicks on the bottom 
group shelf to open the sloppy rule menu and enter “Region” 
to specify the attribute but not the values (Fig. 2g). Multiple 
groups, each corresponding to the colleges in a region, will 
be automatically added to the bottom group shelf. 

Answering Pairwise Comparison Qestions 
Here, we provide examples for the seven categories of pair-
wise comparisons and describe how they are answered. 

Repetition — Single (e.g., Compare private to public colleges). 
As users specify a comparison in the form “compare A to B”, 
Duo classifes the attributes into highly similar and highly dif-
ferent attributes (Fig. 2c). When there are many attributes in a 
data table, the classifcation saves efort by removing the need 
to inspect attributes one by one to determine which of them 
is similar or diferent between the two groups. Grounded in 
Duet [19], attributes are classifed using a logistic regression 
model. We adjusted the model to increase cross validation 
accuracies. The detailed equations and the improvements 
are provided as supplemental material. 

Besides attribute classifcation, Duo generates a sentence 
that describes the specifed comparison (Fig. 2b) to help users 
spot mistakes in the specifcation. As users hover over an 
attribute, a visualization is shown along with a short textual 
description (Fig. 2d-f). The type of visualization shown is 

determined by the type of comparison (i.e. one to one, one 
to multiple and multiple to multiple) being conducted. 

Repetition — Repeated (e.g., Compare Southeast colleges to col-
leges in each of the other regions). For repeated comparisons, 
Duo displays a list of groups similar to the anchoring point 
(in this case, Southeast colleges) and a list of groups difer-
ent from the anchoring point. Similar (diferent) groups are 
ranked by number of similar (diferent) attributes. Clicking 
on a group shows the list of similar or diferent attributes. 

Group — One to One (e.g., Compare MIT to Harvard). A list 
of similar and diferent attributes is shown as users specify 
the comparison. When users hover over an attribute, a visu-
alization along with a textual description is shown (Fig. 2f). 
For one-to-one comparisons, the visualization displays the 
values of the selected attribute for the two groups while the 
text describes how diferent the two values are. 

Group — One to Multiple (e.g., Compare Emory to other col-
leges in the Southeast). To specify this query, users add Name= 
Emory University (base rule) using the top group shelf, and 
add Region=Southeast (base rule) and Name=Emory University 
(exclusion rule) using the bottom group shelf. For one-to-
multiple comparisons, the visualization that pops up upon 
hovering over an attribute contains a density plot (Fig. 2e) 
that shows the distribution of multi-object groups (in this 
case, colleges in the Southeast). By clicking on the density 
plot, it is converted to a histogram. 

Group — Multiple to Multiple (e.g., Compare private to public 
colleges). For multiple-to-multiple comparisons, the visual-
ization contains two density plots (Fig. 2d), each showing a 
group’s distribution. Users can convert the density plots to a 
grouped bar graph by clicking on the them. 

Atribute — Atribute Absent (e.g., Compare MIT to Stanford). 
When no attributes are specifed, Duo considers all attributes 
in the data table. In other words, Duo deems “compare MIT 
to Stanford” and “compare MIT to Stanford on all attributes in 
the table” the same. This allows users to compare MIT and 
Stanford broadly when they have no specifc attributes of 
interest. 

Atribute — Atribute Present (e.g., Compare MIT and Harvard 
on graduate earnings). When users specify some attributes, 
Duo operates on a truncated data table that contains only 
the columns corresponding to the specifed attributes. Ev-
erything else is the same as when no attributes are specifed. 

5 USER STUDY 

Natural language is a clear alternative to specifying pair-
wise comparison questions due to a short semantic distance 
[17]: users can directly express their goals in words rather 
than learning to perform low-level operations as in GUI. 



        
         

           
        

         
        

       
        

   

          
        

         
           

          
          

         
        

          
         

          
           

         
            

        
          

           
            

         
      

  

           
        

          
       

           
            

           
          

       
         

         
          

         
         

            
           

            
         

         

            
        
           
       

         
         

          
         

         
        

         
          

           
         

        
          

           
         

          
            

          
   

       
          

              
           

         
          

       
       

       
          

        
         

           
        

         
        

       
        

   

          
        

         
           

          
          

         
        

          
         

          
           

         
            

        
          

           
            

         
      

  

           
        

          
       

           
            

           
          

       
         

         
          

         
         

            
           

            
         

         

            
        
           
       

         
         

          
         

         
        

         
          

           
         

        
          

           
         

          
            

          
   

       
          

              
           

         
          

       
       

       
          

Indeed, much research has been devoted to bringing natu-
ral language to data analysis systems such as spreadsheets 
(e.g., [3]). How natural is natural language when it comes to 
pairwise comparisons? Does its intuitiveness break at some 
point? To investigate how sloppy rules stack up against nat-
ural language, we conducted a within-subject study during 
which participants perform pairwise comparison tasks of 
varying levels of difculty using the two techniques. 

Participants and Apparatus 
We recruited 16 graduate students (7 females, ages 22 - 33) 
through university mailing lists. The inclusion criteria were 
1) native English speakers or 2) non-native speakers who 
stayed in the US for at least 2 years. We required partici-
pants to be reasonably good at articulating ideas in English 
so that our results can better generalize to populations with 
lower English profciency: if people who are fuent in Eng-
lish perform worse using the natural language interface, 
people who lack fuency might perform even worse. Of the 
16 participants, 11 are native speakers. All participants rated 
themselves as fully fuent in English. On a 7-point scale rang-
ing from novice (1) to expert (7), the average self-rated level 
of data analysis experience was 4.875. None of the partici-
pants had used any of the interfaces prior to the study. We 
compensated the participants with a $25 gift card. 

The study was conducted in a quiet lab environment using 
a Macbook Pro with a 13-inch display and a trackpad. During 
the study, the trackpad rather than a mouse was used for text 
selection to reduce variability. Non-Mac users were given a 
short tutorial of basic trackpad operations. 

Study Design 

Our study was a 2 × 4 within-subjects design in which par-
ticipants used two interfaces (natural language and sloppy 
rules) to perform pairwise comparison tasks of four levels of 
difculty: easy, moderate, difcult, and very difcult. Partici-
pants perform 3 (practice) + 4 (test) tasks using interface A 
and then 3 (practice) + 4 (test) tasks using interface B. The 
three practice tasks were the same for both interfaces to give 
participants an idea that both interfaces could do the same 
pairwise comparisons. To reduce learning efects, the presen-
tation order of the interfaces was counterbalanced, the tasks 
were presented in increasing level of difculty within an 
interface condition, and two diferent task sets of four were 
used across the two interface conditions (but the presentation 
order of task sets remained the same across participants). 

Tasks. We designed a set of three practice tasks and two sets 
of four test tasks. The attributes and values in the practice 
tasks and the test tasks come from a car dataset and the 
college dataset [27] respectively. The two datasets were used 
as the subject matters were accessible to general audience. 

a

b c

d

Figure 3: (a) A task of moderate difculty has 5 rules. The 
natural language interface (b) rejects nonsense queries, (c) 
outputs “YOU GOT IT RIGHT!” for a correct query, and (d) 
presents its interpretation for an incorrect query. 

The pairwise comparison tasks are illustrated by a visual 
language (Fig. 3a). The rules for group defnition are con-
nected by three operators: AND, + and − that correspond 
respectively to logical conjunction, adding objects to a group 
and removing objects from a group (the three common op-
erations for group defnition). We considered using English 
sentences to present the pairwise comparison tasks but were 
aware of its lack of ecological validity: during data analysis, 
we often form an idea of what to compare before phrasing 
a pairwise comparison sentence, rather than being told to 
type a sentence directly to a text box. 

Level of difculty is determined by number of rules: easy, 
moderate, difcult and, very difcult tasks have 3, 5, 8, and 
10 rules respectively. The easy, moderate, and difcult tasks 
were designed with realism in mind. For instance, the tasks 
with a moderate level of difculty (Fig. 3a) only has the AND 
operator, which appears more frequently than + and − in 
pairwise comparison questions. 

Interfaces. A natural language interface was implemented 
for the study. Following “Explore” in Google Sheets [14], the 
interface has a data table on the left and provides a text box in 
the sidebar for entering a question in a single query (Fig. 3b-
d). To reduce typing efort, it ofers autocomplete suggestions 
of attribute names and values while users are typing. We 
originally planned to implement a fully-functioning natural 
language interface that supports asking any pairwise com-
parison questions but were concerned about potential inac-
curacy in inferring a parse tree from more complex queries. 



         
          
              

       
         
          

              
          
          

         
        

       
         

          
             

             
             

          
           
          

       
          

         
         

 

       
           

       
      

          
  

          
       
    

          
       

 

       
         
         

         
        

          
          

      
         

        
          

         

           
        

         
      

          
        

         

 

    

         
        

          
         

     

          
        

         
        

 

       
        

        
         

          
       

            
               

          
        
          

         
           
         

          
          

           
              

         
        

         
        

             
         
        

             
          
      

         
          
              

       
         
          

              
          
          

         
        

       
         

          
             

             
             

          
           
          

       
          

         
         

 

       
           

       
      

          
  

          
       
    

          
       

 

       
         
         

         
        

          
          

      
         

        
          

         

           
        

         
      

          
        

         

 

    

         
        

          
         

     

          
        

         
        

 

       
        

        
         

          
       

            
               

          
        
          

         
           
         

          
          

           
              

         
        

         
        

             
         
        

             
          
      

We concluded that the natural language interface for our 
study should be able to 1) recognize a pairwise comparison 
query if it is correct and 2) reject a query if it is incorrect. 

To achieve 1), we crowdsourced pairwise comparison ques-
tions by presenting the pairwise comparison tasks in our 
study to AMT workers. 30 questions were collected for each 
task, yielding a total of 30 × 3 (practice) + 30 × 8 (test) ques-
tions. The workers were paid $0.53 for each question (hourly 
wage = $7.25). We then built a logistic regression model us-
ing the collected questions. Using the model, the natural 
language interface classifes participants’ queries into one of 
the pairwise comparison tasks in our study. 
For each query, the logistic regression model assigns a 

probability for each task. To achieve 2), the interface rejects 
queries that are unlikely to be one of the study tasks (Fig. 3b). 
For a query with a high probability to be one of the study 
tasks, the interface checks if all rules in the task exist. If there 
are no missing rules, the interface responds with “YOU GOT 
IT RIGHT!” (Fig. 3c); if some rules are missing, it presents 
the interpretation of the query so that the participants can 
correct themselves during the study (Fig. 3d). 

The sloppy rule interface was also modifed to show “YOU 
GOT IT RIGHT!” for correct queries, and present its inter-
pretation of a query as users specify pairwise comparison 
rules. 

Dependent Variables. There are three dependent measures 
for our study, the frst being the completion time for each 
task. An end-of-study questionnaire (see the supplemental 
materials) also collected participants’ preferences of inter-
faces. In particular, two questions were asked for each level 
of difculty: 
Q1. Which interface made it easier to specify the pairwise 
comparison questions (1=interface A much easier, 4=neutral, 
7=interface B much easier)? 
Q2. Which interface would you prefer to perform the pairwise 
comparison tasks (interface A or interface B)? 

Procedure 

Each session lasted approximately 60 minutes. The partic-
ipants frst watched a 5-minute video that introduced the 
visual language. For the frst interface, they watched a tuto-
rial video introducing the interface (∼3 minutes) and were 
instructed to perform the three practice tasks before per-
forming the four test tasks. The participants were told to 
complete the tasks as fast as possible. During the practices, 
the experimenter helped the participants overcome difcul-
ties. The participants followed the same sequence for the 
second interface. For a fair comparison, when the partic-
ipants used the sloppy rule interface, they were asked to 
disambiguate an intended rule by typing rather than clicking 

on an attribute or value from the sloppy rule menu. Their in-
teractions with the interfaces were screen-captured and the 
completion times were inferred from the videos. After the 
tests, the participants completed the questionnaire concern-
ing their preferences of interfaces for each level of difculty. 
During an end-of-study interview, they were asked about 
the relative pros and cons of the two interfaces. 

Hypotheses 
We considered two hypotheses: 
H1. Interface interacts with level of difculty in predicting 
completion time. In particular, sloppy rules are comparable 
to natural language for easy tasks and tasks of moderate 
difculty, and are more efcient than natural language for 
difcult and very difcult tasks. 
H2. The participants fnd it easier to specify difcult and 
very difcult pairwise comparison tasks using the sloppy 
rule interface but are indiferent between the two interfaces 
for easy tasks and tasks of moderate difculty. 

Results 
Completion Time. The task completion times were log-trans-
formed to approximate normality before the analysis. Using 
a two-way repeated measures ANOVA, we found a signif-
cant interaction between interface and level of difculty on 
completion time (F3,45 = 2.95, p = .043). Post-hoc Wilcoxon 
signed-rank tests with Bonferroni correction indicated that 
only the time diferences for easy (Z = -2.43, p = .015), dif-
fcult (Z = -2.46, p = .014) and very difcult (Z = -3.02, p = 
.002) tasks are signifcant (Fig. 4b). The results partially align 
with H1. The participants fnished the pairwise comparison 
tasks more efciently at least for the more difcult tasks. 

Ease of Specification. For Q1, we found a signifcant Spear-
man’s correlation (rs = 0.51, p < .001) between level of dif-
fculty and preference (Fig. 4c). The median preference for 
easy, moderate, difcult and very difcult tasks, were 3.5, 5, 
6, and 6.5 respectively (Fig. 4c). Sign tests with Bonferroni 
correction found that only the median for difcult (Z = -3.12, 
p = .002) and very difcult (Z = -3.30, p < .001) tasks were 
signifcant diferent from 4 (neutral). For Q2, binomial tests 
indicated that the number of participants who preferred 
sloppy rules is signifcantly diferent from the number of 
participants who preferred natural language only for the 
difcult (p = .004) and very difcult (p < .001) tasks (Fig. 4d). 
The results support H2, indicating a stronger preference for 
the sloppy rule interface for more difcult tasks. 

Pros and Cons of the Two Interfaces. At the end of the sessions, 
we asked the participants to comment on the relative pros 
and cons of the two interfaces. 
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Figure 4: (a) Distributions of completion time at diferent difculty levels. (b) Mean completion times for each interface at 
diferent difculty levels. (c) Results of the Likert-scale question (Q1 of the questionnaire). (d) Participants’ preference at each 
difculty level (Q2 of the questionnaire). 

Many participants commented that it was difcult to ar-
ticulate long queries using natural language: “You have 
to say things that you wouldn’t say in English ... not neces-
sarily you wouldn’t say but like it’s clunky” (P10) and “it 
became a little bit wordy as they [the pairwise comparison 
questions] got a little bit longer” (P7). P8 also expressed the 
confusion of word choice: “In natural language, do you use 
‘and’ between two groups [compare A and B] or do you use ‘to’ 
[compare A to B] or do you use ‘with’ [compare A with B]?” 
Also, natural language can be ambiguous even to humans. 
P10 commented: “If I am saying USA cars and Japanese cars 
with a horsepower greater than 1000 ... Where’s the parenthe-
sis?” His example has two valid interpretations, difering in 
where to place the parenthesis: 1) cars where (Origin=USA 
OR Origin=Japanese) AND Horsepower>1000, and 2) cars where 
Origin=USA OR (Origin=Japanese AND Horsepower>1000). 
Despite these challenges, most participants appreciated 

the intuitiveness and ease of learning of the natural lan-
guage interface: “If it is a simple task, the second system [the 
natural language interface] is much more intuitive ... you don’t 
need to learn ... just type it in” (P5), and “Interface B [the nat-
ural language interface] is nice in a way that it was how you 
think of the problem” (P6). 

On the other hand, the sloppy rule interface helps articu-
late complex pairwise comparison queries. P6 liked the 
capability to enter partial rules: “You just need to type a little 
bit of what you are thinking and have it complete for you so 
you don’t have to think about how to structure it.” P10 liked 
how the tabs provide structure for the rules: “It [the sloppy 
rule menu] specifes if you are doing ‘and’ [base rules] or ‘plus’ 
[inclusion rules] or ‘minus’ [exclusion rules] ... you can visually 
see those in the tabs.” 
However, the participants found sloppy rules harder to 

learn: “I think in interface A [sloppy rules], it wasn’t intuitive 
... it’s not generally how we work in computers ... so it takes 
some time to get used to that” (P7), “There was a bit of a 

learning curve” (P8), and “Navigating between the tabs [using 
arrow keys] was not intuitive” (P15). Furthermore, unlike 
natural language interfaces that can accept diferent queries 
(e.g., correlation, and ranking), the sloppy rule interface only 
supports pairwise comparisons and is “very task-specifc” 
(P7). 

Discussion 

The results suggest that the two interfaces are comparable 
in efciency and preference for easier pairwise comparison 
tasks and that the sloppy rule interface is faster and more 
preferable for more difcult tasks. The qualitative feedback 
shed lights on two dimensions along which query techniques 
can be compared: query complexity and learnability. In this 
section, we discuss implications of query complexity and 
learnability on designing query techniques for pairwise com-
parisons and refect on the limitations of our study. 

Qery Complexity. The participants’ comments reveal two 
challenges of natural language for more complex queries: ar-
ticulation difculty and ambiguity. While the search for more 
efcient and accurate algorithms to parse natural language 
reigns supreme in conventional NLP research, these chal-
lenges are outside its purview — faster and more accurate 
natural language parsing do not make complex concepts eas-
ier to articulate, neither do they fx the ambiguity in human 
language. By ofering human-centered UI technologies, HCI 
research is uniquely positioned to tackle these challenges. 

Prior research endeavors enhanced our capability to com-
municate with data via long natural language queries. For 
example, to showcase DataTone [10], Gao et al. presented a 
sample query: “What is the relationship between unemploy-
ment and family income for those families earning more than 
2000 and less than 150000 between 2007 and 2010 for California 
and Michigan?” Conversely, our fndings indicate that long 
complex queries like this should be avoided due to the in-
herent articulation difculty. To keep queries short, natural 



       
        

          
           

          
          
           

    
       

         
         

        
        
        
        

           

         
          

           
        

          
          

         
         
           

          
        
           

         
           

           
        

          
        

        
        
          
        

           
          

      
         

    

        
         

         
         

         

         
         

       
    

  

            
          

          
         

       
         

      
          

        
          

 

        
        

          
         

        

 
            

         
           

      
 

            
         

     
 

         
         

         
      

 
           

       
          

     
           

          
           

      
 

        
          

      
          

          
           

      
 

       
        

          
           

          
          
           

    
       

         
         

        
        
        
        

           

         
          

           
        

          
          

         
         
           

          
        
           

         
           

           
        

          
        

        
        
          
        

           
          

      
         

    

        
         

         
         

         

         
         

       
    

  

            
          

          
         

       
         

      
          

        
          

 

        
        

          
         

        

 
            

         
           

      
 

            
         

     
 

         
         

         
      

 
           

       
          

     
           

          
           

      
 

        
          

      
          

          
           

      
 

language interfaces could enable nested conversations [7]. 
For pairwise comparisons, such interfaces could allow users 
to say “create a group of Southeast colleges with admission 
rate below 0.2”, “create a group of New England colleges with 
admission rate below 0.2”, and “compare the frst group with 
the second”. For spreadsheets, a solution is to provide a but-
ton in the toolbar that opens the sloppy rule interface for 
specifying complex pairwise comparisons. 

Although human language is ambiguous, natural language 
systems could ensure they share a common ground with 
users by ofering an ambiguity widget [10]. For complex 
pairwise comparisons, the sloppy rule interface could be 
modifed for disambiguation. For instance, after parsing a 
pairwise comparison question, a system could display the 
pairwise comparison rules extracted from the question and 
let users fx the rules using the sloppy syntax if needed. 

Learnability. From our study, we have learnt that many par-
ticipants did not prefer the sloppy rule interface for easier 
tasks because it is harder to learn. What causes its lower 
learnability? Lessons from history of user interface design 
tell us that interfaces that exploit skills and knowledge users 
already have are more learnable [2]. This is why natural 
language interfaces are acclaimed: we can express our intent 
using the language we use in our daily communication, re-
ducing the efort to learn an interface. In contrast, the sloppy 
rule interface is less efective in leveraging users’ prior skills 
and knowledge. For instance, a participant reported that us-
ing the up and down arrow keys to navigate between the 
AND, ADD, and REMOVE tabs was unintuitive because it 
did not align with his habit of using shortcuts. He suggested 
to use the tab key for navigating between the three tabs. 
Are natural language interfaces really easy to learn? Ex-

isting natural language interfaces are limited by a set of pre-
defned commands. It means that like conventional command 
lines, users often have difculty discovering and learning 
what commands are supported by a natural language inter-
face. This learnability issue was not investigated in our user 
study because participants were told to ask pairwise compar-
ison questions and hence did not need to discover on their 
own what types of questions they could ask. To improve 
learnability, techniques that facilitate learning natural lan-
guage commands (e.g., a help menu) could be incorporated 
into natural language interfaces. 

Limitations. Aside from not being able to investigate discov-
erability of natural language commands, our study is limited 
by using a visual language to present the pairwise compari-
son tasks (Fig 3a). The visual language, although carefully 
designed, might favor the sloppy rule interface because of 

a more direct mapping to the sloppy rule menu. Replica-
tion studies would be required to understand how task pre-
sentation method moderates the relationship between task 
performance and query interface. 

6 CONCLUSIONS 

Many of us share the dream of a world where people can 
freely communicate with data. Albeit just a tiny step, our 
work contributes to this vision in three critical ways. We 
have provided an investigation into the make-up of pairwise 
comparisons. We have demonstrated how the widely-used 
spreadsheets can adopt our fndings and be endowed with 
pairwise comparison capabilities. Finally, our comparative 
study of the sloppy rule interface and the natural language 
interface provides design implications for data analysis tools 
that aim to support a wide range of pairwise comparisons. 
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